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Virtual Environment: Contagion model



Dataset: input variables



Dataset: 
system 
state 
variables

Cumulative value each 15 
min

Average value on the  “last” 5 minutes of 
each temporal window of 15 min
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Rule-based 
ML Methods

Logic Learning Machine



● Bagging estimator trainig: rule generation is done from a set 
of decision trees and/or regressors. Each path or sub-path of a 
branch of a tree is transformed into a decision rule. Trees are 
trained to predict the output class of interest. This ensures that 
the splits are made in such a way as to guarantee that they are 
meant for the prediction task.

Skope-rules is a global explainable supervised method; 
is a trade off between the interpretability of a Decision 
Tree and the modelization power of a Random Forest.



● Performance filtering: from this set of rules generated, an 
initial screening is carried out based on precision (we want to 
be sure of our precision) and recall (we want to capture as 
many positives as possible) thresholds.

● Semantic deduplication: the last filter applied for the choice 
of rules is based on a criterion of similarity between terms, 
whereby term is meant the feature associated with the 
comparison operator with which it appears in the rule. The 
measure of similarity of two rules is determined by how many 
terms they have in common.



Logic Learning Machine  (LLM)

Like Skope-Rules, LLM is an interpretable rule-based 
model consisting of a series of if <premise> then 
<consequence> rules; the difference between the two 
models lies in the way these rules are generated, selected 
and finally filtered.

NARTENI, Sara, et al. From explainable to reliable artificial intelligence. En Machine Learning 
and Knowledge Extraction: 5th IFIP TC 5, TC 12, WG 8.4, WG 8.9, WG 12.9 International 
Cross-Domain Conference, CD-MAKE 2021, Virtual Event, August 17–20, 2021, Proceedings 5. 
Springer International Publishing, 2021. p. 255-273.



Three step design of  LLM

1. Discretization & Latticization: nominal / categorical and 
(discretized) ordered variables are coded into binary 
strings by adopting a suitable mapping that preserves 
ordering and distances.

2. Logic Synthesis: starting from the binarized version  of 
the training set, which can be viewed as a portion of a 
truth table, Shadow Clustering algorithm reconstruct the 
AND-OR expression of a positive Boolean function which 
approximates the behavior of the training set.

3. Rule Generation: transform every logical product of the 
AND-OR expression into an intelligible rule.



Rule quality and class prediction of  LLM
Covering and error are both useful to determine the classification 
scores that are used to assign a class to input data.

The greater is the covering, the higher is 
the generality of the corresponding rule. 

The error is a measure of how many data 
are wrongly covered by the rule.

Set of rules predicting the class 
and satisfied by the input sample

Every input is assigned to the class with 
the highest classification score.



Rule quality and class prediction of  LLM
Being a rule-based method, it is possible to inspect LLM 
results through feature and value ranking. Again, covering 
and error provide the basis for their definitions.

Feature Ranking: helps to identify the feature with greater impact on 
classification, according to a relevance measure:

Value Ranking: helps to identify the most influent intervals of values for 
a given feature with respect to each class:

The product is computed on the rules that include a condition verified when the feature value is in the 
examined interval.



Workflow from data to results
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Configuration of I/O features
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Challenges to face

● Getting a balanced (Low,High) dataset.
● Tuning the virtual environment to avoid anomalous 

behaviours.
● Selecting input variables to build a good-performance 

model.
● Validating the models obtained.



Thanks for your attention.


